
1 
 

                                                    

  

                                                          

  

 

 

  

  
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

THE POWER OF 
KNOWING WHY 

 
 

Pattern Computer, Inc. 
38 Yew Lane 

Friday Harbor, WA  98250 



2 | The Power of Knowing Why | October 2020 

 

Pattern Computer Inc. 
Copyright © 2020 Pattern Computer Inc. 
All rights reserved. 

 

No part of this publication may be reproduced, stored in a retrieval 
system, or transmitted, in any form or by any means, mechanical, 
electronic, photocopying, recording, or otherwise, without prior written 
permission  
of Pattern Computer Inc., with the following exceptions: Any person is 
hereby authorized  
to store documentation on a single computer or device for personal 
use only and to print copies of documentation for personal use 
provided that the documentation contains the Pattern Computer 
copyright notice. 

No licenses, express or implied, are granted with respect to any of the 
technology described in this document. Pattern Computer Inc. retains 
all intellectual property rights associated with the technology 
described in this document. This document is intended to inform about 
Pattern Computer product offerings and technologies and its 
implementations. 

Pattern Computer Inc. 
38 Yew Lane 
Friday Harbor, WA  98250 

PATTERN COMPUTER  MAKES NO WARRANTY OR REPRESENTATION, EITHER EXPRESS 
OR IMPLIED, WITH RESPECT TO THIS DOCUMENT, ITS QUALITY, ACCURACY, 
MERCHANTABILITY, OR FITNESS FOR A PARTICULAR PURPOSE. AS A RESULT, THIS 
DOCUMENT IS PROVIDED “AS IS,” AND YOU, THE READER, ARE ASSUMING THE ENTIRE 
RISK AS TO ITS QUALITY AND ACCURACY. 

IN NO EVENT WILL PATTERN COMPUTER BE LIABLE FOR DIRECT, INDIRECT, SPECIAL, 
INCIDENTAL, OR CONSEQUENTIAL DAMAGES RESULTING FROM ANY DEFECT, ERROR 
ORINACCURACY IN THIS DOCUMENT, even if advised of the possibility of such 
damages. 

Some jurisdictions do not allow the exclusion of implied warranties or liability, so the 
above exclusion may not apply to you. 

 

 

 

 

 

 

 

 

 

 



 

 
3 | The Power of Knowing Why  
 
 

The Power of Knowing Why 
Business-Critical Understanding 
 

Gaining insights from machine learning can be an invaluable new tool for a 
businessperson, technical decision maker, or researcher; it can also present new 
challenges. While machine-learning algorithms can reasonably predict outcomes when 
given new observations, as valuable as these predictions are, most algorithms can’t tell 
you the key factors associated with the failure of a manufacturing process, whether 
your loan approval algorithm is biased, or why the interaction of clinical and genetic 
factors results in different cancer outcomes.  

How do you start to address a problem with hundreds, or even millions, of potential 
covariates when you don’t understand the key factors associated with an outcome? 
How do you gain insights into higher-order patterns? 

We can do it, and we can tell you why. 
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Machine Learning – Powerful Predictors 
Most machine learning today is powered by variations of deep neural networks (DNNs). 
DNNs can determine whether an image in a crosswalk is that of a stop sign, a yield sign, or a 
person. In the medical space, a neural network could determine, with a specific accuracy, 
whether a tumor is benign or malignant, or even predict how long a given patient is likely to 
survive. In the financial industry, an algorithm can be fed years of loan-approval records to 
automate the approval process based on the data associated with prior good- and bad-
performing loans.  

The ability of neural networks to recognize patterns with high accuracy has transformed 
machine learning and empowered new industries with such capabilities as speech 
recognition, object identification, autonomous navigation, and reading radiographic images. 
DNNs can be used as classifiers or as powerful predictors of an outcome. 

 

Neural Networks 

 
Figure 1: Example Neural Network 

 
A neural network is a computing construct popularized in the 1970s. It comprises a series of 
layers: an input layer followed – in the case of DNNs – by a number of hidden layers and, 
finally, an output layer. The input layer consists of nodes based on the number of inputs, 
while the hidden layers may consist of many nodes based on the design of the neural 
network. The final layer is defined by the number of different outcomes or classes required 
for the problem at hand. A user provides a neural network with a very large dataset – in 
industrial examples, usually tens of thousands to tens of millions of examples. If you are 
training a neural network to be an automotive classifier, you might need to provide images 
of cars, trucks, and buses. If you are training a neural network to be a medical binary 
predictor, you might provide it with genomics datasets of patients with and without a 
specific type of diagnosed cancer. 
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Why…? 
A neural network tells you the prediction. While the result may be accurate, it generally 
doesn’t tell you why it reached that result. That is not one of its strengths. The Pattern 
Discovery Engine™ provides you with a ranked list of the learned features, as well as the 
correlation of these features to one another. If you are trying to solve a problem, or want to 
understand how a complex system works, it is important to understand the factors (working 
together or independently) that drive an outcome.  

For example, say you are a researcher working to understand the genetic factors associated 
with disease severity in a specific type of cancer. The Pattern Discovery Engine can provide 
insights into which genetic factors work together to produce the outcome – not only can it 
give you the “what,” but also aspects of the “how” and “why” at the same time. With over 
24,000 genes of potential interest in the human body, one simply can’t scan the hundreds or 
thousands of patient records necessary to determine the important genes associated with 
the cancer. It is also becoming clearer to researchers that for a given cancer it is not a case 
of one gene operating independently, but rather of a combination of genes with different 
ranges of expressions. The problem is that the brute-force computation of the combinatorial 
factors for identifying multi-gene relationships (e.g., 2nd, 6th, or nth order) would be very 
expensive and time-consuming (at best), or simply intractable1. 

 

Why is “knowing why” important? 
The power of the Pattern Discovery Engine is its ability to process large datasets - imagine 
millions or trillions of columns in a table - and identify the natural patterns within those 
datasets. In order to understand the power of what the Pattern Discovery Engine can do, we 
will dive into the realm of medical science, where researchers are working to diagnose 
breast cancer. The dataset discussed here is based on both a set of measurements taken 
from tissue samples of breast tumors and whether these tumors were benign (not harmful) 
or malignant (potentially harmful). In November of 1995, a study was published as the 
Wisconsin Diagnostic Breast Cancer dataset (WDBC). It is a set of 10 measurements and 20 
calculated values based on the measurements taken from the breast tumor tissue sample. 
(The examples here are very small for ease of explanation.) This is a dataset of 965 breast 
cancer patients. The technical details of the measurements are here: 

https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic) 
 

 
 
 
1 Consider the factors of +  +  +  +   and how many years it would 
take to perform this number of combinatorial computations on a supercomputer. 
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Figure 2: Wisconsin Breast Cancer dataset 

 

The results are based on predicting whether the cancer is benign or malignant (see Figure 2, 
Column B). Sorting by “Diagnosis,” we can see that there are amplified signals in the data 
related to the malignant tumor diagnosis (see Figure 3). While the “Worst Area” 
measurements are the largest by values, the question is, “What features are the best 
indicators associated with a benign or malignant diagnosis?” Just having the largest values 
does not necessarily provide the most informative discriminatory signal. 

 

 

Figure 3: Wisconsin Diagnostic Breast Cancer dataset - sorted by Diagnosis 
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After running the WDBC dataset through our Pattern Discovery Engine, without any inputs 
from oncologists or histologists, we discovered that the two most critical features to 
distinguish between malignant and benign tumors are:  

 Worst Area (Column Z) and 
 Worst Concave Points (Column AE)2 

Indeed, “Worst Area” is a valuable discriminator. Looking at the chart of these data points, as 
shown in Figure 3, it is much easier to see that the set of values for the malignant tumors is 
distinctly elevated compared with the set of values for the benign tumors. 
 

 

Figure 4: WDBC Worst Area, Worst Concave Points, Diagnosis 

 

 

 

 

 

 
 
 
2 See Appendix A: Sample Data from the Wisconsin Diagnostic Breast Cancer Dataset. 
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Not only that, but these two values can predict with an accuracy of 93.9% – which is easy to 
visualize and understand:  

 

 

Figure 5: WDBC: Concave Points Worst vs. Area Worst 

 

We know, then, that simply by taking two measurements, we can be over 93% accurate 
instead of needing the 10 measurements taken as part of the WDBC dataset. If we are able 
to take only two values, these are the two most important features in the dataset. Moreover, 
the Pattern Discovery Engine produces the mathematical model which best represents the 
data with an accuracy of 96.8%:  

If(sqrt(texture_worst) * texture_worst * area_worst * 
concave_points_worst) >= 12924 then the tumor is malignant. 

 

A Second Example:  
The Power of Knowing Why 
Our second example is based on the heart failure records of 299 patients in Punjab, Pakistan. 
Collected in 2015, the records contain 13 features3, including whether the patient died during 
the follow-up period after the heart failure event.4 Based on these records, we were able to 
determine that the serum creatinine and ejection fraction were two of the most critical 
factors in determining the outcome.  

 
 
 
3 Age, anemia, high blood pressure, creatinine phosphokinase (CPK), diabetes, ejection fraction, sex, 
platelets, serum creatinine, serum sodium, smoking, time, death event. 
4 Average follow-up period was 130 days. 
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Using the Pattern Computer Discovery Engine, we quickly identified the three critical factors 
of “time,” “serum creatinine,” and “ejection fraction.” We also created a prediction of 85.3%5 
against holdout data with the following model: 

 

If ((1.0 / (([time]*[serum_creatinine])) + 
(([serum_creatinine]/[ejection_fraction])))) >= 0.050998, then it was 
85.3% likely that the patient would not live to the end of the 
follow-up period.  

 

This more accurate view of the survival of heart failure patients could literally save lives by 
identifying patients who are at high risk and need immediate intervention. Instead of having 
30 different potential areas to focus on to impact patient survival, you have three specific 
areas, which can save time, cost, and lives. 

Knowing what the key factors are, we can now look at the relationship between these key 
factors and map out those patients who died and those who survived through the follow-up 
period, compared with the model, noting the True Positives (TP) (those who the model 
predicted would die, and indeed died), as well as the True Negatives (TN) (those who the 
model predicted would survive, and did). The False Positives (FP) and False Negatives (FN) 
are noted in the 3D model as well. 

 

 

Figure 6: Heart Failure Model (Serum Creatinine vs. Ejection Fraction vs. Time) 

 
 
 
5 85.3% accurate true positive results and 85.5% accurate true negative results. 
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The Importance of Knowing Why 
Popular references to “artificial intelligence” are typically used to connote machine learning 
via the use of neural networks. These algorithms are now being used to reduce the amount 
of human labor required to make significant decisions for major corporations involved in 
insurance, finance, manufacturing, rental properties, and the like. The models that they have 
built are often based on historical data and records of previous good- and bad-performing 
insurance policies, loan approvals, or rental agreements. Using the historically good- and 
bad-performing risks in training a neural network may be effective in creating a reliable 
return for a business, but is that same business owner or decision maker aware of any 
inherent bias built into these models, based upon the years of previous metrics used to train 
those models?  

With increased scrutiny and public opinion demanding transparency in the decision-making 
process, knowing what the models are behind your neural-network–based algorithms 
becomes critically important. What was once a great-performing capability in your business 
could become an expensive and onerous liability through no explicit intent – but the bias 
was already in the training data. 

Using the Pattern Discovery Engine to analyze the information and results being produced 
by your neural network, we can discover the key factors being used to make these 
decisions, as well as the models produced by the neural networks. In this manner, the 
business owner or decision maker can provide this information to their risk management 
team to show that there are no inherent biases in the machine-learning–based approach – 
or if there are, to create new models in which the inherent biases are removed.  

It is increasingly important that businesses that currently rely upon machine-learning 
techniques in the decision making process have a solid understanding of the models upon 
which these decisions are being based, as they are responsible to their customers and 
shareholders to comply with ethical and legal requirements of fair business practices. 
Ignorance is no excuse. 

While artificial intelligence may yield above-average performance for your business, the 
importance of knowing why a prediction was made, how these machine-learning models 
work, and the key factors in their decision making is something that any business should 
understand. Clear understanding of how decisions are made will result in transparency to 
customers, employees, and managers regarding whether their algorithms are providing 
unbiased, equal opportunities for employee success and customer satisfaction while 
keeping true to the company's values and improving performance.  

The power of knowing why and understanding the models will be the next trend in these AI-
powered industries. As presaged by the GDPR6, there are real business risks, with significant 
penalties, should businesses continue to lack the tools that will enable them to understand, 

 
 
 
6 General Data Protection Regulation (https://gdpr-info.eu) 
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including being held to account by legal action. The Pattern Computer Discovery Engine is 
such a tool to assist your business in understanding the patterns and models being used by 
your AI systems. 

 
In Summary 
The ability to understand patterns in datasets allows individuals and businesses to 
understand the “why” of the revealed pattern: What are the key factors driving the 
outcomes, and therefore, what action or research should be undertaken to understand these 
factors that may be leading to undesirable outcomes? As was shown, just being able to 
predict a specific outcome does not provide information on how to address or prevent an 
undesired outcome. Knowing what the critical factors are for understanding specific 
scenarios allows individuals and businesses to focus on gathering just those relevant factors, 
which can reduce the time, costs, and risks of gathering insignificant information. 

A patient dies, a critical business continuity loan is not approved, a company is sued for 
years of biased decision making: all are potential outcomes of not understanding the key 
factors informing predictions mechanisms behind AI-supported decisions – the “why.” Acting 
now to understand the decisions being made in your neural networks will be informative as 
well as save costs and prevent potential damage to your business’s hard-earned reputation. 
Knowing Why is even more critical to your success than the power of the neural networks 
themselves. 

 

The power of Knowing Why. 

 

Welcome to Pattern Computer! 
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Appendix A: Sample Data from the Wisconsin Diagnostic 
Breast Cancer Dataset 
 

 

ID Number Diagnosis M/BDiagnosisRadius Texture Perimeter Area Smoothness Compactness Concavity Concave Points Symmetry Fractal DimensionsRadius SE Texture SE Perimeter SE Area SE Smoothness SE Compactness SE Concavity SE Concave Points SE Symmetry SE Fractal Dimension SE Worst Radius Worst Texture Worst Perimeter Worst Area Worst Smoothness Worst Compactness Worst Concavity Worst Concave Points Worst Symmetry Worst Fractal Dimensions
8670 M 1 15.46 19.48 101.7 748.9 0.1092 0.1223 0.1466 0.08087 0.1931 0.05796 0.4743 0.7859 3.094 48.31 0.00624 0.01484 0.02813 0.01093 0.01397 0.002461 19.26 26 124.9 1156 0.1546 0.2394 0.3791 0.1514 0.2837 0.08019
8913 B 0 12.89 13.12 81.89 515.9 0.06955 0.03729 0.0226 0.01171 0.1337 0.05581 0.1532 0.469 1.115 12.68 0.004731 0.01345 0.01652 0.005905 0.01619 0.002081 13.62 15.54 87.4 577 0.09616 0.1147 0.1186 0.05366 0.2309 0.06915
8915 B 0 14.96 19.1 97.03 687.3 0.08992 0.09823 0.0594 0.04819 0.1879 0.05852 0.2877 0.948 2.171 24.87 0.005332 0.02115 0.01536 0.01187 0.01522 0.002815 16.25 26.19 109.1 809.8 0.1313 0.303 0.1804 0.1489 0.2962 0.08472
9047 B 0 12.94 16.17 83.18 507.6 0.09879 0.08836 0.03296 0.0239 0.1735 0.062 0.1458 0.905 0.9975 11.36 0.002887 0.01285 0.01613 0.007308 0.0187 0.001972 13.86 23.02 89.69 580.9 0.1172 0.1958 0.181 0.08388 0.3297 0.07834

85715 M 1 13.17 18.66 85.98 534.6 0.1158 0.1231 0.1226 0.0734 0.2128 0.06777 0.2871 0.8937 1.897 24.25 0.006532 0.02336 0.02905 0.01215 0.01743 0.003643 15.67 27.95 102.8 759.4 0.1786 0.4166 0.5006 0.2088 0.39 0.1179
86208 M 1 20.26 23.03 132.4 1264 0.09078 0.1313 0.1465 0.08683 0.2095 0.05649 0.7576 1.509 4.554 87.87 0.006016 0.03482 0.04232 0.01269 0.02657 0.004411 24.22 31.59 156.1 1750 0.119 0.3539 0.4098 0.1573 0.3689 0.08368
86211 B 0 12.18 17.84 77.79 451.1 0.1045 0.07057 0.0249 0.02941 0.19 0.06635 0.3661 1.511 2.41 24.44 0.005433 0.01179 0.01131 0.01519 0.0222 0.003408 12.83 20.92 82.14 495.2 0.114 0.09358 0.0498 0.05882 0.2227 0.07376
86355 M 1 22.27 19.67 152.8 1509 0.1326 0.2768 0.4264 0.1823 0.2556 0.07039 1.215 1.545 10.05 170 0.006515 0.08668 0.104 0.0248 0.03112 0.005037 28.4 28.01 206.8 2360 0.1701 0.6997 0.9608 0.291 0.4055 0.09789
86408 B 0 12.63 20.76 82.15 480.4 0.09933 0.1209 0.1065 0.06021 0.1735 0.0707 0.3424 1.803 2.711 20.48 0.01291 0.04042 0.05101 0.02295 0.02144 0.005891 13.33 25.47 89 527.4 0.1287 0.225 0.2216 0.1105 0.2226 0.08486
86409 B 0 14.26 19.65 97.83 629.9 0.07837 0.2233 0.3003 0.07798 0.1704 0.07769 0.3628 1.49 3.399 29.25 0.005298 0.07446 0.1435 0.02292 0.02566 0.01298 15.3 23.73 107 709 0.08949 0.4193 0.6783 0.1505 0.2398 0.1082
86517 M 1 18.66 17.12 121.4 1077 0.1054 0.11 0.1457 0.08665 0.1966 0.06213 0.7128 1.581 4.895 90.47 0.008102 0.02101 0.03342 0.01601 0.02045 0.00457 22.25 24.9 145.4 1549 0.1503 0.2291 0.3272 0.1674 0.2894 0.08456
86561 B 0 13.85 17.21 88.44 588.7 0.08785 0.06136 0.0142 0.01141 0.1614 0.0589 0.2185 0.8561 1.495 17.91 0.004599 0.009169 0.009127 0.004814 0.01247 0.001708 15.49 23.58 100.3 725.9 0.1157 0.135 0.08115 0.05104 0.2364 0.07182
87106 B 0 11.15 13.08 70.87 381.9 0.09754 0.05113 0.01982 0.01786 0.183 0.06105 0.2251 0.7815 1.429 15.48 0.009019 0.008985 0.01196 0.008232 0.02388 0.001619 11.99 16.3 76.25 440.8 0.1341 0.08971 0.07116 0.05506 0.2859 0.06772
87127 B 0 10.8 9.71 68.77 357.6 0.09594 0.05736 0.02531 0.01698 0.1381 0.064 0.1728 0.4064 1.126 11.48 0.007809 0.009816 0.01099 0.005344 0.01254 0.00212 11.6 12.02 73.66 414 0.1436 0.1257 0.1047 0.04603 0.209 0.07699
87163 M 1 13.43 19.63 85.84 565.4 0.09048 0.06288 0.05858 0.03438 0.1598 0.05671 0.4697 1.147 3.142 43.4 0.006003 0.01063 0.02151 0.009443 0.0152 0.001868 17.98 29.87 116.6 993.6 0.1401 0.1546 0.2644 0.116 0.2884 0.07371
87164 M 1 15.46 11.89 102.5 736.9 0.1257 0.1555 0.2032 0.1097 0.1966 0.07069 0.4209 0.6583 2.805 44.64 0.005393 0.02321 0.04303 0.0132 0.01792 0.004168 18.79 17.04 125 1102 0.1531 0.3583 0.583 0.1827 0.3216 0.101
87880 M 1 13.81 23.75 91.56 597.8 0.1323 0.1768 0.1558 0.09176 0.2251 0.07421 0.5648 1.93 3.909 52.72 0.008824 0.03108 0.03112 0.01291 0.01998 0.004506 19.2 41.85 128.5 1153 0.2226 0.5209 0.4646 0.2013 0.4432 0.1086
87930 B 0 12.47 18.6 81.09 481.9 0.09965 0.1058 0.08005 0.03821 0.1925 0.06373 0.3961 1.044 2.497 30.29 0.006953 0.01911 0.02701 0.01037 0.01782 0.003586 14.97 24.64 96.05 677.9 0.1426 0.2378 0.2671 0.1015 0.3014 0.0875
89122 M 1 19.4 18.18 127.2 1145 0.1037 0.1442 0.1626 0.09464 0.1893 0.05892 0.4709 0.9951 2.903 53.16 0.005654 0.02199 0.03059 0.01499 0.01623 0.001965 23.79 28.65 152.4 1628 0.1518 0.3749 0.4316 0.2252 0.359 0.07787
89296 B 0 11.46 18.16 73.59 403.1 0.08853 0.07694 0.03344 0.01502 0.1411 0.06243 0.3278 1.059 2.475 22.93 0.006652 0.02652 0.02221 0.007807 0.01894 0.003411 12.68 21.61 82.69 489.8 0.1144 0.1789 0.1226 0.05509 0.2208 0.07638
89344 B 0 13.2 15.82 84.07 537.3 0.08511 0.05251 0.001461 0.003261 0.1632 0.05894 0.1903 0.5735 1.204 15.5 0.003632 0.007861 0.001128 0.002386 0.01344 0.002585 14.41 20.45 92 636.9 0.1128 0.1346 0.0112 0.025 0.2651 0.08385
89346 B 0 9 14.4 56.36 246.3 0.07005 0.03116 0.003681 0.003472 0.1788 0.06833 0.1746 1.305 1.144 9.789 0.007389 0.004883 0.003681 0.003472 0.02701 0.002153 9.699 20.07 60.9 285.5 0.09861 0.05232 0.01472 0.01389 0.2991 0.07804
89524 B 0 14.11 12.88 90.03 616.5 0.09309 0.05306 0.01765 0.02733 0.1373 0.057 0.2571 1.081 1.558 23.92 0.006692 0.01132 0.005717 0.006627 0.01416 0.002476 15.53 18 98.4 749.9 0.1281 0.1109 0.05307 0.0589 0.21 0.07083
89812 M 1 23.51 24.27 155.1 1747 0.1069 0.1283 0.2308 0.141 0.1797 0.05506 1.009 0.9245 6.462 164.1 0.006292 0.01971 0.03582 0.01301 0.01479 0.003118 30.67 30.73 202.4 2906 0.1515 0.2678 0.4819 0.2089 0.2593 0.07738
89813 B 0 14.42 16.54 94.15 641.2 0.09751 0.1139 0.08007 0.04223 0.1912 0.06412 0.3491 0.7706 2.677 32.14 0.004577 0.03053 0.0384 0.01243 0.01873 0.003373 16.67 21.51 111.4 862.1 0.1294 0.3371 0.3755 0.1414 0.3053 0.08764
89827 B 0 11.06 14.96 71.49 373.9 0.1033 0.09097 0.05397 0.03341 0.1776 0.06907 0.1601 0.8225 1.355 10.8 0.007416 0.01877 0.02758 0.0101 0.02348 0.002917 11.92 19.9 79.76 440 0.1418 0.221 0.2299 0.1075 0.3301 0.0908
89869 B 0 14.76 14.74 94.87 668.7 0.08875 0.0778 0.04608 0.03528 0.1521 0.05912 0.3428 0.3981 2.537 29.06 0.004732 0.01506 0.01855 0.01067 0.02163 0.002783 17.27 17.93 114.2 880.8 0.122 0.2009 0.2151 0.1251 0.3109 0.08187
90250 B 0 12.05 22.72 78.75 447.8 0.06935 0.1073 0.07943 0.02978 0.1203 0.06659 0.1194 1.434 1.778 9.549 0.005042 0.0456 0.04305 0.01667 0.0247 0.007358 12.57 28.71 87.36 488.4 0.08799 0.3214 0.2912 0.1092 0.2191 0.09349
90251 B 0 12.39 17.48 80.64 462.9 0.1042 0.1297 0.05892 0.0288 0.1779 0.06588 0.2608 0.873 2.117 19.2 0.006715 0.03705 0.04757 0.01051 0.01838 0.006884 14.18 23.13 95.23 600.5 0.1427 0.3593 0.3206 0.09804 0.2819 0.1118
90291 M 1 14.6 23.29 93.97 664.7 0.08682 0.06636 0.0839 0.05271 0.1627 0.05416 0.4157 1.627 2.914 33.01 0.008312 0.01742 0.03389 0.01576 0.0174 0.002871 15.79 31.71 102.2 758.2 0.1312 0.1581 0.2675 0.1359 0.2477 0.06836
90312 M 1 19.55 23.21 128.9 1174 0.101 0.1318 0.1856 0.1021 0.1989 0.05884 0.6107 2.836 5.383 70.1 0.01124 0.04097 0.07469 0.03441 0.02768 0.00624 20.82 30.44 142 1313 0.1251 0.2414 0.3829 0.1825 0.2576 0.07602
90745 B 0 10.8 21.98 68.79 359.9 0.08801 0.05743 0.03614 0.01404 0.2016 0.05977 0.3077 1.621 2.24 20.2 0.006543 0.02148 0.02991 0.01045 0.01844 0.00269 12.76 32.04 83.69 489.5 0.1303 0.1696 0.1927 0.07485 0.2965 0.07662
91227 B 0 13.9 19.24 88.73 602.9 0.07991 0.05326 0.02995 0.0207 0.1579 0.05594 0.3316 0.9264 2.056 28.41 0.003704 0.01082 0.0153 0.006275 0.01062 0.002217 16.41 26.42 104.4 830.5 0.1064 0.1415 0.1673 0.0815 0.2356 0.07603
91485 M 1 20.59 21.24 137.8 1320 0.1085 0.1644 0.2188 0.1121 0.1848 0.06222 0.5904 1.216 4.206 75.09 0.006666 0.02791 0.04062 0.01479 0.01117 0.003727 23.86 30.76 163.2 1760 0.1464 0.3597 0.5179 0.2113 0.248 0.08999
91504 M 1 13.82 24.49 92.33 595.9 0.1162 0.1681 0.1357 0.06759 0.2275 0.07237 0.4751 1.528 2.974 39.05 0.00968 0.03856 0.03476 0.01616 0.02434 0.006995 16.01 32.94 106 788 0.1794 0.3966 0.3381 0.1521 0.3651 0.1183
91505 B 0 12.54 16.32 81.25 476.3 0.1158 0.1085 0.05928 0.03279 0.1943 0.06612 0.2577 1.095 1.566 18.49 0.009702 0.01567 0.02575 0.01161 0.02801 0.00248 13.57 21.4 86.67 552 0.158 0.1751 0.1889 0.08411 0.3155 0.07538
91550 B 0 11.74 14.69 76.31 426 0.08099 0.09661 0.06726 0.02639 0.1499 0.06758 0.1924 0.6417 1.345 13.04 0.006982 0.03916 0.04017 0.01528 0.0226 0.006822 12.45 17.6 81.25 473.8 0.1073 0.2793 0.269 0.1056 0.2604 0.09879
91789 B 0 11.26 19.83 71.3 388.1 0.08511 0.04413 0.005067 0.005664 0.1637 0.06343 0.1344 1.083 0.9812 9.332 0.0042 0.0059 0.003846 0.004065 0.01487 0.002295 11.93 26.43 76.38 435.9 0.1108 0.07723 0.02533 0.02832 0.2557 0.07613
91805 B 0 8.571 13.1 54.53 221.3 0.1036 0.07632 0.02565 0.0151 0.1678 0.07126 0.1267 0.6793 1.069 7.254 0.007897 0.01762 0.01801 0.00732 0.01592 0.003925 9.473 18.45 63.3 275.6 0.1641 0.2235 0.1754 0.08512 0.2983 0.1049
91858 B 0 11.75 17.56 75.89 422.9 0.1073 0.09713 0.05282 0.0444 0.1598 0.06677 0.4384 1.907 3.149 30.66 0.006587 0.01815 0.01737 0.01316 0.01835 0.002318 13.5 27.98 88.52 552.3 0.1349 0.1854 0.1366 0.101 0.2478 0.07757
92751 B 0 7.76 24.54 47.92 181 0.05263 0.04362 0 0 0.1587 0.05884 0.3857 1.428 2.548 19.15 0.007189 0.00466 0 0 0.02676 0.002783 9.456 30.37 59.16 268.6 0.08996 0.06444 0 0 0.2871 0.07039

842302 M 1 17.99 10.38 122.8 1001 0.1184 0.2776 0.3001 0.1471 0.2419 0.07871 1.095 0.9053 8.589 153.4 0.006399 0.04904 0.05373 0.01587 0.03003 0.006193 25.38 17.33 184.6 2019 0.1622 0.6656 0.7119 0.2654 0.4601 0.1189
842517 M 1 20.57 17.77 132.9 1326 0.08474 0.07864 0.0869 0.07017 0.1812 0.05667 0.5435 0.7339 3.398 74.08 0.005225 0.01308 0.0186 0.0134 0.01389 0.003532 24.99 23.41 158.8 1956 0.1238 0.1866 0.2416 0.186 0.275 0.08902
843786 M 1 12.45 15.7 82.57 477.1 0.1278 0.17 0.1578 0.08089 0.2087 0.07613 0.3345 0.8902 2.217 27.19 0.00751 0.03345 0.03672 0.01137 0.02165 0.005082 15.47 23.75 103.4 741.6 0.1791 0.5249 0.5355 0.1741 0.3985 0.1244
844359 M 1 18.25 19.98 119.6 1040 0.09463 0.109 0.1127 0.074 0.1794 0.05742 0.4467 0.7732 3.18 53.91 0.004314 0.01382 0.02254 0.01039 0.01369 0.002179 22.88 27.66 153.2 1606 0.1442 0.2576 0.3784 0.1932 0.3063 0.08368
844981 M 1 13 21.82 87.5 519.8 0.1273 0.1932 0.1859 0.09353 0.235 0.07389 0.3063 1.002 2.406 24.32 0.005731 0.03502 0.03553 0.01226 0.02143 0.003749 15.49 30.73 106.2 739.3 0.1703 0.5401 0.539 0.206 0.4378 0.1072
845636 M 1 16.02 23.24 102.7 797.8 0.08206 0.06669 0.03299 0.03323 0.1528 0.05697 0.3795 1.187 2.466 40.51 0.004029 0.009269 0.01101 0.007591 0.0146 0.003042 19.19 33.88 123.8 1150 0.1181 0.1551 0.1459 0.09975 0.2948 0.08452
846226 M 1 19.17 24.8 132.4 1123 0.0974 0.2458 0.2065 0.1118 0.2397 0.078 0.9555 3.568 11.07 116.2 0.003139 0.08297 0.0889 0.0409 0.04484 0.01284 20.96 29.94 151.7 1332 0.1037 0.3903 0.3639 0.1767 0.3176 0.1023
846381 M 1 15.85 23.95 103.7 782.7 0.08401 0.1002 0.09938 0.05364 0.1847 0.05338 0.4033 1.078 2.903 36.58 0.009769 0.03126 0.05051 0.01992 0.02981 0.003002 16.84 27.66 112 876.5 0.1131 0.1924 0.2322 0.1119 0.2809 0.06287
848406 M 1 14.68 20.13 94.74 684.5 0.09867 0.072 0.07395 0.05259 0.1586 0.05922 0.4727 1.24 3.195 45.4 0.005718 0.01162 0.01998 0.01109 0.0141 0.002085 19.07 30.88 123.4 1138 0.1464 0.1871 0.2914 0.1609 0.3029 0.08216
849014 M 1 19.81 22.15 130 1260 0.09831 0.1027 0.1479 0.09498 0.1582 0.05395 0.7582 1.017 5.865 112.4 0.006494 0.01893 0.03391 0.01521 0.01356 0.001997 27.32 30.88 186.8 2398 0.1512 0.315 0.5372 0.2388 0.2768 0.07615
851509 M 1 21.16 23.04 137.2 1404 0.09428 0.1022 0.1097 0.08632 0.1769 0.05278 0.6917 1.127 4.303 93.99 0.004728 0.01259 0.01715 0.01038 0.01083 0.001987 29.17 35.59 188 2615 0.1401 0.26 0.3155 0.2009 0.2822 0.07526
852552 M 1 16.65 21.38 110 904.6 0.1121 0.1457 0.1525 0.0917 0.1995 0.0633 0.8068 0.9017 5.455 102.6 0.006048 0.01882 0.02741 0.0113 0.01468 0.002801 26.46 31.56 177 2215 0.1805 0.3578 0.4695 0.2095 0.3613 0.09564
852631 M 1 17.14 16.4 116 912.7 0.1186 0.2276 0.2229 0.1401 0.304 0.07413 1.046 0.976 7.276 111.4 0.008029 0.03799 0.03732 0.02397 0.02308 0.007444 22.25 21.4 152.4 1461 0.1545 0.3949 0.3853 0.255 0.4066 0.1059
852763 M 1 14.58 21.53 97.41 644.8 0.1054 0.1868 0.1425 0.08783 0.2252 0.06924 0.2545 0.9832 2.11 21.05 0.004452 0.03055 0.02681 0.01352 0.01454 0.003711 17.62 33.21 122.4 896.9 0.1525 0.6643 0.5539 0.2701 0.4264 0.1275
852781 M 1 18.61 20.25 122.1 1094 0.0944 0.1066 0.149 0.07731 0.1697 0.05699 0.8529 1.849 5.632 93.54 0.01075 0.02722 0.05081 0.01911 0.02293 0.004217 21.31 27.26 139.9 1403 0.1338 0.2117 0.3446 0.149 0.2341 0.07421
852973 M 1 15.3 25.27 102.4 732.4 0.1082 0.1697 0.1683 0.08751 0.1926 0.0654 0.439 1.012 3.498 43.5 0.005233 0.03057 0.03576 0.01083 0.01768 0.002967 20.27 36.71 149.3 1269 0.1641 0.611 0.6335 0.2024 0.4027 0.09876
853201 M 1 17.57 15.05 115 955.1 0.09847 0.1157 0.09875 0.07953 0.1739 0.06149 0.6003 0.8225 4.655 61.1 0.005627 0.03033 0.03407 0.01354 0.01925 0.003742 20.01 19.52 134.9 1227 0.1255 0.2812 0.2489 0.1456 0.2756 0.07919
853401 M 1 18.63 25.11 124.8 1088 0.1064 0.1887 0.2319 0.1244 0.2183 0.06197 0.8307 1.466 5.574 105 0.006248 0.03374 0.05196 0.01158 0.02007 0.00456 23.15 34.01 160.5 1670 0.1491 0.4257 0.6133 0.1848 0.3444 0.09782
853612 M 1 11.84 18.7 77.93 440.6 0.1109 0.1516 0.1218 0.05182 0.2301 0.07799 0.4825 1.03 3.475 41 0.005551 0.03414 0.04205 0.01044 0.02273 0.005667 16.82 28.12 119.4 888.7 0.1637 0.5775 0.6956 0.1546 0.4761 0.1402
854002 M 1 19.27 26.47 127.9 1162 0.09401 0.1719 0.1657 0.07593 0.1853 0.06261 0.5558 0.6062 3.528 68.17 0.005015 0.03318 0.03497 0.009643 0.01543 0.003896 24.15 30.9 161.4 1813 0.1509 0.659 0.6091 0.1785 0.3672 0.1123
854039 M 1 16.13 17.88 107 807.2 0.104 0.1559 0.1354 0.07752 0.1998 0.06515 0.334 0.6857 2.183 35.03 0.004185 0.02868 0.02664 0.009067 0.01703 0.003817 20.21 27.26 132.7 1261 0.1446 0.5804 0.5274 0.1864 0.427 0.1233
854253 M 1 16.74 21.59 110.1 869.5 0.0961 0.1336 0.1348 0.06018 0.1896 0.05656 0.4615 0.9197 3.008 45.19 0.005776 0.02499 0.03695 0.01195 0.02789 0.002665 20.01 29.02 133.5 1229 0.1563 0.3835 0.5409 0.1813 0.4863 0.08633
854268 M 1 14.25 21.72 93.63 633 0.09823 0.1098 0.1319 0.05598 0.1885 0.06125 0.286 1.019 2.657 24.91 0.005878 0.02995 0.04815 0.01161 0.02028 0.004022 15.89 30.36 116.2 799.6 0.1446 0.4238 0.5186 0.1447 0.3591 0.1014
854941 B 0 13.03 18.42 82.61 523.8 0.08983 0.03766 0.02562 0.02923 0.1467 0.05863 0.1839 2.342 1.17 14.16 0.004352 0.004899 0.01343 0.01164 0.02671 0.001777 13.3 22.81 84.46 545.9 0.09701 0.04619 0.04833 0.05013 0.1987 0.06169
855133 M 1 14.99 25.2 95.54 698.8 0.09387 0.05131 0.02398 0.02899 0.1565 0.05504 1.214 2.188 8.077 106 0.006883 0.01094 0.01818 0.01917 0.007882 0.001754 14.99 25.2 95.54 698.8 0.09387 0.05131 0.02398 0.02899 0.1565 0.05504
855138 M 1 13.48 20.82 88.4 559.2 0.1016 0.1255 0.1063 0.05439 0.172 0.06419 0.213 0.5914 1.545 18.52 0.005367 0.02239 0.03049 0.01262 0.01377 0.003187 15.53 26.02 107.3 740.4 0.161 0.4225 0.503 0.2258 0.2807 0.1071


